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1. **Accuracy and loss curves in simple\_classification notebook:**

When observing the accuracy curve in the simple classification task, we can see that there is no overfitting, and that the model has a strong accuracy rate. We can see that as the model does reach a 90% accuracy rate. The train data does eventually converge at 0.9, showing that it reaches a 90% prediction accuracy.

When observing the loss curve in the simple classification task, we can see that the model is working efficiently. We can see that the test data is successfully building off the training data and improving the predictions on itself. We can see that the loss curve depicts a strong model, which is acting as we want, successfully predicting and learning off the train data.

1. **Accuracy and loss curves in vision notebook:**

When observing the accuracy curve in the vision task, we can see that similar to the previous curves, there is a very strong success rate. Unlike the previous notebook, we can see that there is a bit of overfitting. We can see this as the test data is slightly overfitted in the graph,

When observing the loss curve in the vision task, we can see that there is overfitting as well. This is because of the number of epochs, as I was trying to get an accuracy rate of above 95%, but after altering my code and checking, I was unable to do so. There is overfitting in my loss curve, which could be for numerous reasons, but I can see that my model is still quite accurate and has a high prediction rate, which shows it is strong.